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Abstract. We consider two optimization problems of trade-off between
risk of not getting an answer (due to failures or errors) and precision or
accuracy in Desktop Grid computing. Quite simple models are general
enough to be applicable for optimizing real systems. We support the
made assumptions by statistics collected in a Desktop Grid computing
project.
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1 Introduction

Desktop Grid is a promising paradigm of high-performance computing because
of the quick growth both of amount and power of desktop computers, drop of
the cost of computing, development of networks (including the Internet). It is a
computing system that consists of desktop computers (called computing nodes
or just nodes in the sequel) connected by a LAN or the Internet; usually, the
nodes are non-dedicated and their power is used by the Desktop Grid only when
they are idle [1]. In Volunteer Computing [2] volunteers grant their resources to
a project on a free will and can leave at any time; Enterprise Desktop Grids
(e.g., [3,4]) unite resources of an institution and so its structure is more stable.

The classical Desktop Grid architecture is the client-server: the server sched-
ules tasks to nodes and collects the results. In this model, there are no node-
to-node connections, even if it is technically possible. Peer-to-peer desktop grids
also exist and are studied (e.g., [5,6]); the scheduling problems here are, of course,
even more complicated compared to the classical architecture. The challenges of
using Desktop Grids for solving calculation-intensive scientific problems include
heterogeneity and unpredictable availability of computing nodes, the threat of
errors, including sabotage, possible high load of the server, low possibilities for
interaction between the nodes.

Heterogeneity [7] means high diversity of computing nodes in terms of both
hardware and software type, performance, reliability, availability, predictability,
etc. However, the scheduling problem is hard (often NP-hard [8-10]) even under
the identical nodes assumption. Nodes grant their idle processor time to desktop
grid projects and usually do so without any obligations; therefore they can stop
working for the project due to switching to something else, switching off, etc.
It is impossible to guarantee the availability of a node at some time and so
the structure of the desktop grid is changing in a random way. There are many
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attempts to predict availability (e.g., [11]) or look for stable patterns (e.g., the
review [12]) in availability history. Also, it is important to establish correct
deadlines and to use replication so that the total performance increases.

In the classical architecture, the nodes ask the server for tasks, solve them,
and report the results to the server. If multiple nodes solve rather quick tasks,
the server may fail to process all requests in time and so suffer a DoS attack.
This may drastically spoil the performance.

Sabotage and other malicious actions are a problem for volunteer comput-
ing, mostly. However, unintentional errors are possible too. Often it is reasonable
to sacrifice some performance for double-checking the answers. Besides, some-
times calculations can be done with different precision, e.g., resolution in finite-
difference schemes. Higher precision is, naturally, more reliable, but also more
time-consuming.

The problems best suited for Desktop Grids are “Bags of Tasks”; a bag of
tasks is a set of multiple independent relatively easy computational problems.
Much attention has been paid to scheduling bags of tasks in Desktop Grids,
optimizing various criteria [8,12-15]. Often it is reasonable to join simple tasks
to complex ones called parcels in order to reduce the server load [16], add test
tasks to each parcel [17], mutual check, etc. On the other hand, in some cases
a task is itself a parcel of simpler tasks; gathering a statistical sample can serve
as an example. The reciprocal of making parcels of tasks is work sharing: tasks
of a parcel can be distributed among a few nodes in order to reduce some risk.
To our knowledge, there are just a few papers on the subject, e.g., [18].

In this paper, we consider two trade-off problems. The first is the trade-off
between sharing work and chances to get the work done. Using fewer nodes to
complete a joint task (a parcel) means more nodes for other tasks (parcels), but
also higher risk of a switch-off, suspending work, failure, etc. It is obvious that
in case of absolutely reliable nodes each is given as large parcel as desired, while
in the opposite case of unreliable nodes only single tasks can be scheduled in
spite of server load and other drawbacks; otherwise, the expected returns would
be too few.

The second problem is the trade-off between reducing the risk by either
sharing work (and thus reducing the total performance of the system) or using
higher precision (so spending more time on each task). In [19] we propose an
optimization criterion called cost per a task. It is the average cost of spent time,
with possible replication taken into account, and penalty in case of accepting a
wrong answer. The computing model is as follows: tasks are solved independently
on identical nodes with some known error probability. Cost of solving a task is
known (in time units). Each task is solved until v identical answers are obtained.
This number v is called the quorum. For binary (yes/no) problems with the unit
cost of a task, the spent time is between v and 2v — 1. If a wrong answer is
accepted, some penalty is added to the spent time. An interesting question is
not only to determine the optimal quorum given the penalty and error risk, but
to estimate the penalty that forces the desired replication. We show that under
some reasonable assumptions this dependence is logarithmic and, thus, there is
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no need to know the penalty values precisely. This is a practically useful result
because it is not easy to get precise risk values in terms of the cost of a single
task.

Here we develop this idea, expanding from replication to work division. We
obtain a similar result (the logarithmic dependence of work share on the penalty
threat), which makes the proposed model practically useful.

The nodes are assumed to be identical: so we ignore heterogeneity. One can
consider a subset of a large Desktop Grid that consists of similar computers.
Also, we ignore unintentional errors and malicious actions; this is reasonable
for Enterprise Desktop Grids, where properties of nodes are known, connections
are reliable, and saboteurs are unlikely. However, the nodes can be unreliable in
the sense that they can suspend doing work for the Desktop Grid project or be
switched off at any moment. In section 3 we consider a threat in case of an error,
which can be either a wrong answer or a missed interesting result.

2 Work Sharing and the Switch-Off Risk

For the sake of definiteness, let us assume that the tasks collect statistical sam-
ples evaluating some function in subsets of a multidimensional set. There are
restrictions on the trust level, etc., converted to minimal size N of the sam-
ple. So, at least N points must be tested by computing nodes; this sets up NV
individual tasks that can be grouped into parcels. These tasks can be equally
distributed over a few (v) computing nodes in order to reduce the workload of
each node to n = N/v. Let us call a set of n points to process a task.

According to the Desktop Grid paradigm, nodes are not absolutely reliable:
they can be switched off, loose connection, return wrong results due to errors
or malicious actions, etc. We consider only returning an answer in time: if the
answer arrives before the deadline, it is for sure correct.

Probability ¢, = ¢(t,) of returning an answer depends on the time ¢,, spent
on solving the task; assume that ¢ = 7n (so 7 is the average time to solve an
individual task, i.e., to process one point).

Denote p, = 1 — g, (the fault probability). The function p(¢) is the cumu-
lative distribution function of the time ¢y up to the first fault: the node fails
if its worktime ¢ is less than the time of work before the fault. The only ab-
solutely continuous distribution with no memory (so that the fault sequence is
Markovian) is the exponential distribution; so let us assume that

gty =e"T, T =E(t). (1)

Here T is the average time of work up to the first fault.
Failed tasks need to be replicated until the necessary size of the sample is
gathered, i.e., until exactly v nodes return answers.

Statement 1 The optimal workload for each task and the optimal work sharing
are

n=-— v=—. (2)
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Proof. The number i of failed tasks can be any, from 0 to infinity; we need
exactly v successful returns, so the distribution is reduced to the negative bi-
nomial distribution with parameters v as the number of successes and ¢ as the
success probability in a single try. The negative binomial distribution counts
only failures, we need to add all v successes, so the expectation is

= (v+i—1 = (v+i—1 vp v
_ - v, i N - Voo YPn ¥
E_zo: ( v—1 )q"p”'(yﬂ) _V+zo: ( v—1 )q"p”% T T
3)
Note that this can be guessed if we consider the scheme as v geometrical random
variables (tries until a success).

Therefore, we need to minimize the function
Lo (1)

which is equivalent to maximizing f(n) = ng, = nexp(—n7/T).
Assume that n € R (not necessarily integer); then the necessary condition
for the maximum is g, = ng,7/T, equivalent to

n=_. (5)

T

This can be explained as the number of points processed during the average time
before the first failure. If it is less than 1 (highly unreliable nodes), the solution
n = 1. In case of extremely reliable nodes n can exceed N: in this case, it is
reasonable to process more points than the restriction N in order to improve
statistical properties of the result.

Statement 2 The average time spent on gathering the statistics is
t=e-Nr, (6)

i.e., e time more than time needed to process N points with no failures, inde-
pendently of the failure probability p (provided that we have enough computing
nodes).

Proof. The average time needed to gather the sample is

v
—-nT 7
o (7)

(the average number of submitted tasks times time per a task). Substitute the
optimal values of n and v to obtain

t=e-NT. (8)
In case of optimal n < 1 (unreliable nodes) we need to choose n = 1 so that

t=eT -NT. (9)
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If, additionally, we are limited in a number of nodes (i.e., v < M), then n >
N/M and the estimation is even worse. However, nodes can process a few tasks
sequentially, which may be better than suffering failures. This case, i.e., the
optimal n = 1, reduces the parcels to individual tasks. In a highly volatile system,
it may be reasonable to collect data point by point using scattered periods of idle
processor time. However, here one can face challenges with high server load [16].

Let us estimate the error due to the fact that n is integer. If T/7 = n — ¢,

le] < 0.5, then
Al = T N7 —eNT. (10)
The worst cases are = 107%N7 (if ¢ = 0.5, T/ = 1.5) and =~ —77T%N7 (if
e = —0.5,T/7 = 1.5); in case of small 7 compared to T' the asymptotic estimation
is
. 2
At =~ NTe (%) :NT€~0<%). (11)

So, in case of reliable nodes rounding is quite safe. If nodes are unreliable, com-
pare two boundary integer values.

To support the assumption about the exponential distribution of the time
up to a failure, we considered statistical data gathered from the RakeSearch!
volunteer computing project [20] at the date of 28 March 2018. In fig. 1 we show
a histogram of the time before a failure due to any reason was recognized (with
a 25 hours deadline). About 70% of values are below 25 hours; we ignore the
rest (up to 600 hours) because their density is at most 0.5%
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Fig. 1. The histogram of time before failure recognition in the project. The line shows
the exponential distribution with 7= A~! = 4.38 hr.

! http://rake.boincfast.ru/rakesearch/
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3 Precision and Replication

Now let the Desktop Grid search for rare interesting results in a set divided
into subsets called blocks. The algorithm examines an element and calculates
some value; if it is high enough (more than a chosen threshold) the element is
interesting and reported to the server.

Often the computational algorithm depends on a parameter that can be
called precision: given higher values of this parameter, the algorithm takes more
time but is more reliable. This unreliability can have various origins. First, the
algorithm itself may produce a wrong answer for some values of its parameters
(e.g., if the limit number of terms of a series is insufficient to approximate the
sum, or if a descent-type algorithm converges to a false minimum). Second, the
task can be to search for an interesting element inside a block; then the number
of examined points is the precision parameter and there is always a risk to miss
an interesting point unless every point in a block is examined.

Assume that changing some parameter s we are able to reduce the error
probability p(s) through more time C(s) > 0 spent on solving a task. The
functions C(s) and p(s) are continuous. Let s > 1, p(1) = py < 0.5, C(1) = 1.
Again, sharing work between v identical independent computing nodes is able
to reduce the individual load of each node.

Note that this scheme can be used if p is the risk of an error decreased by
replication (check by two or more nodes) [19].

The function p(s) is a decreasing function with the lower bound p > 0, which
is the unavoidable risk. The cost C(s) increases to infinity as s — oo.

The probability of finding an interesting answer by at least one computing
node is 1 — p(s)”. If the correct answer is missed, it will be found much later, so
that its cost becomes equal to (or even more than) the total cost of the project
F. We call F a threat. So we need to minimize the function

Y (s,v) =vC(s)+ p(s)"F. (12)

This is the average cost of an interesting result, with the threat taken into
account. Under the made assumptions

lim Y =00, limY = 0. (13)

v—00 §—00

So, it is sufficient to consider the optimization problem in a compact set
Q:{(s,l/): 1<v <y, 1§s§§}, (14)

where 7 is high enough and § < oo is such that C(§) is large enough. As Y is
continuous in this compact set, it meets its maximal and minimal values. Denote
the interior of {2 by 2,.

Statement 3 If there is a solution (s*,v*) € £2,, then s* is a root of the equa-
tion

— (15)
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and

V*

_ InC(s*) —InF —Inlnp~!(s*)
- (")

Note that s* depend neither on F nor on the optimal v*: (15) shows that for
the case s* > 1, while for s* = 1 it is obvious.

(16)

Proof. If a solution is inside the domain (i.e., in £2y), the derivatives with respect
to the variables must vanish:

% =C(s)+ Fp(s)" Inp(s) =0, (17)
%—i =vC'(s) +vp(s)"~'p/(s)F = 0. (18)

Divide (18) on (17) to get the convenient condition (15) for the optimal s* inside
the domain.

Also this relation (15) can be rewritten as

d | In p| B i Inp~! _
dg(ln C )-0 or ds( c =0. (19)

So, if the function In p~1(s)/C(s) is strictly decreasing, this equation has no roots
and, therefore, the only solution is s* = 1: the cost is growing too quickly with
respect to the precision. Note that this function can not be strictly increasing
because for large s the function p(s) needs to decrease slowly (tending to p).
This gives us a no-root condition:

Statement 4 The optimal s* =1 if

G(s) = lng()“ (20)

is strictly decreasing.

such conditions make exploiting high precision is useless and therefore are
practically convenient. Let us derive other sufficient no-root conditions for this
equation.

Statement 5 If
C(s
p(s) = g, (21)

then the optimal s* = 1.
Proof. Consider the differential inequality
P )
p(s)Inp(s) = C(s)’
It can be transformed to dln|Inp| < dln C and integrated from 1 to any C":

(22)

1 1
In—L <lmC or —L <. (23)
In pg In pg

Finally, we get (23).
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Note that inequality (23) holds for large s if p > 0, so solutions, if any, can
exist only for reasonably small costs s. Also note that the inequality can be an
identity for a special class of functions

pls) = pd . (24)

In this case the unavoidable risk p = 0, necessarily. Here lies an important
case of C = s, p = 279 linear performance drop with exponential increase of
accuracy. For such risk p(s) the cost Y depends, actually, on the joint variable
x = sv. Then either refuse to share work (v* = 1) or choose he minimal precision
(s* = 1); then, using (16), get
. v« s« InF+4+Inln2
¥ =8t = o . (25)

In both cases the optimal solution logarithmically depends on the threat F'.

Excluding the cases when this equation is an identity and when it has no
roots, we can obtain all possible values of s* which depend only on the properties
of the computing system: functions p(s) and C(s).

The right-hand side of equation (16) should be positive; otherwise the optimal
v* =1 (the boundary of the domain (2). So, we see, that the dependence of v*
on F'is logarithmic, i.e., one need not know F precisely: quite coarse estimations
are sufficient. In the same way, v* is insensible with respect to the cost C(s).

Finally, let us establish the uniqueness in the following sense:

Statement 6 Let s be given; the optimal v* inside {29 is at most one.

Proof. Consider equation (17). Its left-hand side is an increasing function of v
(remember that p < 1 and thus Inp < 0). So, it is not able to vanish more than
once.

4 Conclusion

In this paper, we consider rather simple yet general mathematical models of work
sharing in a computing system of Desktop Grid type. We consider the trade-off
between the risk of not getting an answer from some of a few nodes doing a long
task and the risk of not getting an answer from some of many nodes doing short
tasks. The average time is shown to be constant in case of exponential distri-
bution of availability intervals. Formulae for any distribution are also available.
Then we consider a threat of additional cost for missing a valuable result and
the trade-off between careful (high-precision) expensive search by a few nodes
and cheaper (low-precision) search by multiple nodes under the assumption of
independence of the nodes. The main results are the logarithmic dependence of
the optimal solution on the penalty values (so that an order of magnitude is
sufficient to be known) and the threshold decrease rate of the risk as a function
of cost. Unless the risk is exponentially decreasing, using the lowest precision
with cross-checking by many nodes looks optimal.
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