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Abstract. Three-dimensional problems of computational electrodynam-
ics for the regions of complex shape can be solved within the reasonable
time only using multiprocessor computer systems. The paper discusses
the process of converting sequential algorithms into more efficient pro-
grams using some special techniques, including object-oriented program-
ming concepts. The special classes for data storage are recommended to
use at the first stage of programming. Many objects in the program can
be destroyed when optimizing the code. Special attention is paid to the
testing of computer programs. As an example, the problem of the elec-
tromagnetic waves diffraction by screens in three-dimensional waveguide
structures and its particular cases are considered. The technique of con-
structing a parallel code for solving the diffraction problem is used in
teaching parallel programming.

Keywords: Parallel programming teaching · Effective program · Com-
putational electrodynamics.

1 Introduction

Parallel programming is becoming more widespread with increasing requirements
for resources needed to solve problems and with development of computer tech-
nology. Currently, the three most widely used parallel programming technologies
are OpenMP [1]–[3], MPI [3]–[5] and CUDA [6]–[8]. Each of them is oriented to a
certain type of multiprocessor computer systems. All these three technologies are
important for training professional programmers at bachelor and master levels.
The programmer should be able to chose the most suitable technology and take
into account a particular computer system for solving the considered problem.

There is a large amount of literature devoted to algorithms for the paralleliza-
tion of classical problems, for example [9]–[12]. However, the issues of ”correct”
training in parallel programming technology remain relevant to this day. Stu-
dents, who study parallel programming for the first time, deal with difficulty in
understanding some specific features due to essential difference between imple-
mentations of basic methods using parallel and logical/structured programming.
Different approaches to teaching are considered, starting from the students of
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the first years [13] and ending with the Ph.D. students [14]. It is also obvious
that the training should take into account the peculiarities in the preparation of
students for certain specializations [15].

In this paper, we propose a methodology for teaching bachelor and master
students the basics of parallel programming via the problems of electrodynam-
ics. Computational electrodynamics contains a wide range of problems, for the
numerical solution of which the methods of parallel programming are success-
fully used. The key problems of waveguide electrodynamics are problems for
electromagnetic waves diffraction by thin conducting screens located in waveg-
uide structures. In the three-dimensional case, the numerical solution of such
problems is associated with high computational cost. We will show on a specific
example (and its special cases) that (1) algorithms for numerical solution for the
problems of the electromagnetic wave diffraction by screens allow effective paral-
lelization and (2) development and debugging of computer programs for solving
such problems contribute to the mastering the modern parallel programming
technologies.

2 Infinite Systems of Linear Algebraic Equations in
Diffraction Problems

The problem of wave diffraction by the screen in the general formulation is as
follows. Suppose that an infinitely thin perfectly conducting screen is placed in
the cross section of a cylindrical waveguide with metal walls. The electromagnetic
wave falls on the screen. It is necessary to find the electromagnetic field that
arises from its diffraction.

Any electromagnetic field in a cylindrical waveguide with conducting walls
can be represented as an overlay of a superposition set of eigenwaves of TE-
and TM-polarization [16]. Therefore, the problem of determining the diffracted
electromagnetic field is reduced to determining the coefficients of the expansion
of this field in the eigenvectors of the waveguide.

The work [17] shows that the diffraction problem under consideration is
equivalent to two independent infinite systems of linear algebraic equations (IS-
LAE) with respect to the unknown coefficients A−

k , b
−
k of the field expansion:
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Here

Iφm,n =

∫∫
M

φm(ξ, η)φn(ξ, η) dξ dη, Jφm,n =

∫∫
N

φm(ξ, η)φn(ξ, η) dξ dη,

Iψm,n =

∫∫
M

ψm(ξ, η)ψn(ξ, η) dξ dη, Jψm,n =

∫∫
N

ψm(ξ, η)ψn(ξ, η) dξ dη,

(3)

where ψm(x, y) and χm, m = 0, 1, . . . are eigenfunctions and eigenvalues of the
eigenvalue problem:

∆ψm + χm ψm = 0, ψm
∣∣
C
= 0, (4)

φm(x, y) and λm, m = 0, 1, . . . are eigenfunctions and eigenvalues of the eigen-
value problem:

∆φm + λm φm = 0,
∂φ

∂ν

∣∣∣
C
= 0, (5)

γm =
√
k2 − λm, δm =

√
k2 − χm, C is the boundary of the waveguide cross

section where the cross section consists of two parts:M corresponds to the screen
and N is the remaining part of the section.

Thus, the first obvious step when parallelizing the algorithm is the definition
of TE- and TM-fields using independent computing nodes.

3 Parallel Calculations and Verification of Results of the
Calculations

The diffraction problem is reduced to two independent ISLAE. An approximate
solution of each of them can be found by the truncation method: it is necessary to
retain a finite number of unknowns (assuming that the remaining ones are equal
to zero) and the same number of equations. Thus, the solution of the original
problem reduces to the solution of two systems of linear algebraic equations
(SLAE).

Note that the truncation order can not be established a priori. Even if esti-
mates of the approximate solution error were obtained (this could be done only
in a few simple special cases), then they are very crude. Therefore, it is assumed
that a series of calculations will be performed, during which it becomes possible
to establish reasonable values for the truncation parameters.

The computational algorithm consists of three main steps during the numer-
ical solving of the SLAE. Firstly, the integrals I and J are calculated. Then the
values of the coefficients of the SLAE matrix and the vector of the right-hand
sides are calculated. Finally, a solution to the SLAE is obtained. It is easy to see
that each stage of the algorithm allows parallelization.

It should be expected that the preparation of coefficients matrices and vec-
tors of the right-hand sides of the SLAE will require significantly more CPU
time than solving the final SLAE. Therefore, the analysis of existing and the
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development of new optimal parallel methods for solving the SLAE are not of
primary importance.

The reliability of the computing results should be placed to the foreground.
Therefore, the writing and debugging of the program are reasonable to start with
the simple special cases of the general problem. Obtained result should be tested
at each step of the computational experiment. Series of tests are developed for
this purpose.

The following tests can be recommended for the computational problems of
the class under consideration.

1. With increasing the order of approximation (that is, with an increase in
the number of unknowns and the number of equations). The convergence of the
sequence of approximate solutions to the exact solution must be observed. Since
the exact value is unknown, it is to be expected that the sought values will
change insignificantly as the dimension of the SLAE increases, beginning with
some certain dimension.

2. The law of conservation of energy must be fulfilled: how much energy a
wave brought from an external source to an inhomogeneity, the same amount in
total must go from heterogeneity to infinity. The energy balance should improve
when the dimension of the SLAE increases. The empirical experience shows that
this happens when the accuracy of calculating the coefficients matrix of SLAE
is increased.

3. In limiting cases, from physical considerations, it is possible to determine
what solution of the problem should be like. For example, if the conducting
screen in the section of the waveguide structure has a small area, then the field
scattered from the screen should become insignificant. Conversely, if the screen
occupies almost the entire cross-section, then the original wave should almost
completely be reflected from the screen.

4. Finally, if we are dealing with problems of the electromagnetic waves
diffraction by conducting bodies, then it is most important to check whether
the boundary condition on the metal is satisfied (the tangential component of
the electric vector must be zero).

The first three checks are based only on the necessary conditions for the
reliability of the computing results. The fourth test is more important, because
if we are seeking a solution of the diffraction problem in the form of expansions
in the waveguide waves, then this guarantees that a number of requirements
are automatically satisfied. These requirements include the Maxwell equations,
the conditions on the waveguide walls, and the conditions for the coupling of
the fields in the waveguide section outside the screen. In fact, the coefficients
of these expansions must be found in such a way that the conditions on the
conducting screen are satisfied. It is clear, that these conditions will never be
fulfilled exactly due to approximate calculations .
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4 Fast Programming or Effective Code?

There are two parameters which are considered at a program implementation of
the computational algorithms. The first one is operationability of the proposed
algorithm and the second one is effectiveness of the program providing minimal
time cost on a computation.

The two-dimensional diffraction problem of a electromagnetic eigenwave by
a transverse partition in a plane waveguide with metal walls is considered as a
simple special case of the general diffraction problem. The problem is reduced
to SLAE (after truncating the ISLAE) for the TE-polarization field.

−ak +
N∑
n=1

anγn

M∑
m=1

1

γm
In,m Jm,k = Il,k, k = 1 . . N, (6)

an, n = 1 . . N are the unknown coefficients. The propagation constants (com-
plex)

γn =

√
k2 −

(πn
h

)2

(7)

are defined according to the following condition

Re γn > 0, or Im γn > 0. (8)

k = 2π/λ is the wavenumber, λ is the wavelength, h is the thickness of the
waveguide. All these quantities must have the same order and λ < 2h in order
to have, at least, γ1 being real. The integrals in (6) have the following form:

Im,n =

∫
M

sn(t) sm(t) dt, Jm,k =

∫
N

sm(t) sk(t) dt = δm,k − Im,k, (9)

where

sn(t) =

√
2

h
sin

πn

h
t. (10)

Here M is the part of the segment [0, h] occupied by the screen, and N is
the remaining part of [0, h]. In the simplest case, M = [α, β] ⊂ [0, h]; in the
more general case, M includes several segments. The numbers M and N are
parameters of the method; l is the number of an eigenwave incident on the
partition.

Taking this case study as a starting point, it is convenient to begin studying
the features of using the OpenMP parallel programming technology.

The following procedure is recommended in the work [18]. C++ programming
language is used for the algorithms description. All the initial data are declared
as global constants. Functions which return the values γn, In, Jn are considered
at the first stage of programming. The standard C++ libraries for working with
complex numbers may be used since almost all values in the program are the
complex numbers. Alternatively the own proprietary software may be prepared
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as a special library. For example, we need to describe the class ”comp” for
declaring complex-valued variables. We describe the necessary operations on the
complex numbers as functions of the class members.

When using standard libraries, we should pay attention, for example, to how
the branches of multi-valued functions are selected. For example, in our problem,
either Re γn > 0, or Im γn > 0. Is this possible if we extract the root of a complex
number using the standard function?

The classes ”covect” and ”comatr” are prepared in order to store the com-
plex values of the elements of vectors and matrices. The indices of elements are
changed in the same way as in the original formulas in order to reduce the prob-
ability of error in accessing the elements of such arrays. It also makes sense to
overload the operator ”()” to access these elements.

If the first version of the program confirms the operability of the algorithm,
then the multiple calls of the functions γn, In, Jn will be replaced by the calls to
array elements with the same names. Of course, these arrays must be filled before
calculating the coefficients of the SLAE matrix. At the same time, the computing
time will be significantly reduced, but more RAM space will be required.

Now one can proceed to convert the serial code to parallel code. OpenMP
technology allows to do this most simply. The first skills of parallel programming
are easy to acquire if we use the directive ”#pragma omp parallel for”, under-
stand the difference between common and private data and learn the reduction
(when computing internal sums) in the example under consideration.

It should not be expected the significant decreasing of the computation time
when the loops are parallelized in such a simple problem. Rather, it is even the
other way around. In fact, the cost of creating the additional threads, allocating
local memory and some other actions overlap the gain from acceleration when
parallelizing loops with a number of iterations less than 2000.

The CUDA technology is also well mastered via this simple example. Since
the solving SLAE requires significantly less time than preparing the coefficient
matrix and the right-hand side vector, it makes sense to transfer only these
preliminary calculations to the device. One or more cores should calculate the
arrays γn, In, Jn and calculate the elements of the coefficients matrix and the
vector of the right-hand sides. Then, the matrix and the vector are sent to the
host and the SLAE is solved.

The time for transferring data from the device’s memory to the host’s memory
and back is the critical parameter for CUDA technology. The advisability of
having the dimensions of arrays as multiples of the dimension for the threads
(warp) has to be assessed. We also recommend teaching how to use the constant
and shared memory of the device.

5 Benefit and Harm of Object Programming

As already mentioned, at the first stages of programming, it makes sense to
define special classes for storing data with encapsulated operations on them.
This approach significantly reduces the time spent on the debugging programs,
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and simplifies the perception of their text. In addition, the probability of error is
reduced, since the programmer does not have to rewrite (copy) several fragments
of the code.

At the same time, the use of object programming ideas often increases the
computing time and, therefore, reduces the effectiveness of programs. This is
most noticeable when using CUDA technology. There is an opinion that object
programming is not compatible with the technology of computing on a GPU.
But this is not so; convincing examples are given in the book [6]. We only need
to have two assignment-compatible class descriptions, one for the host, and one
for the device.

If the problem of the electromagnetic wave diffraction in a rectangular waveg-
uide is considered, then it is customary to enumerate the eigenfunctions and
eigenvalues using two indices:

ψmn = sin
πmx

a
sin

πny

b
, m, n = 1, 2, . . . ,

φmn = cos
πmx

a
cos

πny

b
, m, n = (0), 1, . . . ,

(11)

χmn = λmn =
√
k2 − (πm/a)2 − (πn/b)2. (12)

Independent ISLAE in the diffraction problem have the same form as the
system (1), (2), but all sums become double. In this case, it is necessary to
provide two classes of constructors for the corresponding classes and to arrange
an access to the elements of matrices and vectors in two ways: by double number
and by number in the linear list. Here is one of the examples:

class covect {
comp* p;

protected:
int imi, ima, ile;
int jmi, jma, kmi, kma, jle;

public:
covect(int imii, int imaa);
covect(int jmii, int jmaa, int kmii, int kmaa);
∼covect() delete [] p;
comp& operator ()(int i) return p[i-imi];
comp& operator ()(int j, int k) return p[j-jmi+(k-kmi)*jle];

};

The main drawback of the object-oriented approach is related to the need
to take care of address alignment when accessing global memory at optimiza-
tion CUDA programs. Otherwise, the time required to transfer data becomes
too large. In this sense, the structure of the arrays is better than the array of
structures. In our case, this should be understood as follows: a pair of vectors
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of real and imaginary parts of complex numbers will be processed faster than a
vector of complex numbers.

Experience shows that object-oriented programming is very effective for test-
ing the efficiency of a numerical method (especially if the programmer already
has well-established libraries with a description of ”live” data). But when we
need to optimize the code, we have to ”disassemble” the classes into separate
parts. As a rule, after this we have to search for errors in the program for a long
time.

Similar examples appear in the numerical solving of problems of diffraction
by screens in layered media [20], by spherical screens [19] and by doubly periodic
gratings [18].

6 Summary

Let us single out the main advices for parallel programming of electrodynamics
problems.

1. Write a serial code for solving the problem.

2. Use object-oriented programming to improve understanding and facilitate
debugging when writing the code.

3. Carry out experiments. For example, the influence of the truncation pa-
rameters on the solution of the problem has to be monitored at solving the
ISLAE. Check the satisfaction of physical laws for the solution obtained.

4. Redefine the library functions for complex data types, if necessary. For
example, it can be the extraction of the square root.

5. Provide an access to both of the two indices and one index (the number
in the linear list) for problems with two-index arrays.

6. Abandon the object-oriented data, especially when using CUDA for par-
allelizing.

7. Use the array structure instead of an array of structures, especially in
CUDA programs.

7 Conclusions

The advices for getting started with OpenMP technology and some recommen-
dations for teaching CUDA programming are given in the paper. The teaching
technology developed in parallel programming is used at the Department of
Applied Mathematics of the Institute of Computational Mathematics and Infor-
mation Technologies of Kazan Federal University when conducting classes with
first-year undergraduates in the specialization ”Applied Mathematics and Infor-
matics”. The total number of students is ∼30 people. The content of the lectures
is in line with the textbooks [3], [8]. In the laboratory classes, various problems

Суперкомпьютерные дни в России 2018 // Russian Supercomputing Days 2018 // RussianSCDays.org

969



Technique for teaching parallel programming... 9

are offered for unassisted solution. Parallel programming technology can be also
used for R&D.

We recommend to use Visual Studio tools or open-source g++ compilers
(MinGW package) for the Linux platform for mastering the parallel program-
ming on the base of C++ language. Note also that you can improve the training
program, supplementing it with the study of specialized patterns [21].
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