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Complex «NICA»
(Nuclotron-based Ion Collider fAcility)
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The Complex NICA is being created
at Joint Institute for Nuclear Research

to study the properties of superdense baryonic matter.



Complex «NICA»
Phase Diagram of Hadron Matter
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●
The nature and properties

of Strong interactions between
the elementary components of

the Standard Model
of particle physics

(quarks and gluons)
●

Search for signs of
phase transition between 
hadronic matter and QGP

●
Search for new phases of

baryonic matter
●

Study of
the basic properties of vacuum of

the Strong interactions
and QCD symmetries

The most important fundamental problems in this area of physics are:



Complex «NICA»
Multi-Purpose Detector (MPD)
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Data Acquisition System

Raw DATA
↔ Control
← Trigger
← Timing

MPD Stage-1 DAQ parameters
Beam Au-Au 9 GeV
Trigger rate 7 kHz
Event size 1400 KB
Raw data rate 9.8 GB / s
Data taking time 8 months / year
Beam available 50% of time
Annual raw data size 38 PB
Compression factor 1:5 – 1:30
Annual storage size 1 – 8 PB



Stages of receiving, processing and storing data
in experimental high energy physics
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Clusters / HPC and Data storages systems 06/14



Data migration problem for
BM@N, MPD and SPD experiments
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Lustre filesystem components 08/14



Architecture for Data-Lake based on Lustre
for mega-science project NICA
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Stages 10/14



Hardware 11/14



Data-Lake based on Lustre
Deploy at MLIT and LHEP servers
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Data-Lake based on Lustre
Pools and Mirror directory
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Results 14/14



Thank You
for attention!


