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Introduction to CHPC
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 Lengau cluster since 7 March 2017 (First phase June 2016)
 Africa’s first Petascale system  1.029 PFlops = 1 029 TFlops 

              (121st on Top500* – June 2016)
     (127th on Top 500* – June 2017)

Digital Research Infrastructure: HPC Systems

Lengau (HPC Cluster)
• 1386 nodes
• 32 832 cores
• 30 V100 GPUs
• 56Gbps IB interconnect
• 4PB Lustre storage
• ~1Pflop/s HPL

Deployed in 2016/17
Debut at 121 on Top500

Special Nodes
• 5 High memory nodes
• 30 GPU nodes
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Future:  New HPC Cluster at the CHPC  

 HPE/Intel Emerald Rapids 4PF HPC Cluster

 Cluster Commissioning: Nov/Dec 2024 (estimation…)

 Some details of the new HPC system: 
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 Total Active* Research Programmes  573                   257

 Total Core Hours Used (Million) 1311   79

 Total Active Users           2540  882

All Time 

* Active refers to usage of more >1000 core hours

CHPC Lengau Cluster Usage

6 Months 

(Status: 15 Aug 2024)
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CHPC Cluster Usage: Past 8 Years Trend

* Active refers to usage of more >1000 core hours
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CHPC User Research Outputs: 2007-2023

*Research Outputs = Journal Article, Book, Thesis (PhD, Master’s, Hons), etc.

Total Research Outputs* Count Per Calendar 

Year

Total Number of 

Research Outputs*:   

3111
217

77
41

335

264

457

550 568
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CHPC User Categories Total Active* Programmes

*Active refers to at least 1000 compute hours used over the relevant period.

Past 6 Months 

# Active Programmes

Total: 269

# Hours Used (Million)

Total: 109 million

(until 15 Aug 2024)
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CHPC Use: SA Universities Total Active* Programmes

*Active refers to at least 1000 compute hours used over the relevant period.

# Active Programmes

Total: 431

# Hours Used (Million)

Total: 1097 million

Lengau All Time (Jun 2016 – 15 Aug 2024)
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CHPC Use: African Partners Total Active* Programmes

*Active refers to at least 1000 compute hours used over the relevant period.

# Active Programmes

Total: 55

# Hours Used (Million)

Total: 174 million

Lengau All Time (Jun 2016 – 15 Aug 2024)
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CHPC Use: Industry Total Active* Programmes

*Active refers to at 

least 1000 compute 

hours used over the 

relevant period.

(Full Lengau 

Lifetime

Apr 2016 - 15 Aug 

2024)

Company

#Hours  
(Millions)
(All Time) % Company

#Hours  
(Millions)
(All Time) %

Johnson Matthey 5923194 46.0 Ex Mente 40489 0.3
eScience 2331554 18.1 Venter Consulting Engineers 38051 0.3

De Beers Marine 897643 7.0 IGS 34538 0.3
Aerotherm 801332 6.2 Structa Konsult 31444 0.2

Hatch 509937 4.0 Howden South Africa 26865 0.2
Cauchy Consult 431948 3.4 PABT 23800 0.2
Inqaba Biotec 315584 2.5 Eskom 21745 0.2

Epsilon Engineering 229477 1.8 Cinnamon Teal Aerospace 19542 0.2
Starke Ayres 226635 1.8 Zutari 17957 0.1

Qfinsoft 175820 1.4 Multotec 17463 0.1
BBE Consulting 168401 1.3 FTT Technology, Namibia 13383 0.1

Zutari 145217 1.1 Biomine Health 10992 0.1
Kapa Biosystems 133260 1.0 Rotech Systems 8585 0.1

Mamadi & Company SA 112318 0.9 Sebenzana Consulting 8101 0.1
Aim Technologies 110390 0.9 Knight Pi√©sold Consulting 6946 0.1

Greenplan 86715 0.7 EnFloTech 4296 0.0
SMEC 81803 0.6 EMSS Consulting 2453 0.0
GLPS 75071 0.6 Nanodyn 1748 0.0

Agriprotein 70780 0.6 Altair Engineering Ltd 1351 0.0
Mintek 40648 0.3 TOTAL 13197478 100.0



CHPC Use: Disciplines Total Active* Programmes

*Active refers to at least 1000 compute hours used over the relevant period.

Lengau All Time (Jun 2016 – 15 Aug 2024)

# Active Programmes

Total: 606

# Hours Used (Million)

Total: 1419 million
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Usage for 6 month period ending: 15 Aug 2024

16 Mar 2024 15 Aug 2024

CHPC Lengau Usage (Past 6 Months): CPU Cluster
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CHPC Lengau: Lustre Storage (Total Capacity: 4 PB)

Status on:

15 Aug 2024

User Data Categories on Lustre:

 Individual User Directories (±2PB)

 Shared Directories  (±1PB)

Management of data according to Lustre Policy…

Execution of deletion scripts…

Significant Storage Resources now available 

from DIRISA…
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Energy Storage – Battery 
Development
(Materials Science) Drug-Design Molecular 

Modelling
(Computational Chemistry)

Computational Catalysis
(Comp Chem / Materials Science)

Materials Science / Chemistry / Health
HPC Applications: Materials
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Building aerodynamics
(ECI-JV)

Radio-Astronomy Dish Design
(University of Stellenbosch)

High-speed Train Design (UP):

Elutriator Design 
(De Beers Marine)

Computational Mechanics / Engineering

Centrifugal Steam Compressor
(Aerotherm)

HPC Applications: Engineering
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 DC Furnace Plasma Arc electric smelting simulations

 CFD and Magnetohydrodynamics (MHD) simulations

 Resulted in patent for Mintek on arc detection technology

 Fully dependent on CHPC for HPC resource requirments

Mintek: Pyrometallurgy

Cross-section of DC Furnace
Showing Plasma Arc (photo)

SimulatedPhotographic Image

Courtesy:  Dr Quinn Reynolds (Mintek)

CASE STUDY 
HPC Applications: Engineering
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 Mining of diamonds from seabed west coast of SA and Namibia

 Advanced technologies required for seperation of diamonds by 

wet screening, grinding and deagglomeration

 Dependent on CHPC for CFD evaluations of dewatering sub-system designs

 Resulted in effective decision making for technology implementations

De Beers Marine: Diamond Mining

Courtesy:  Mr Imraan Parker 
(De Beers Marine)

CASE STUDY 
HPC Applications: Engineering

SS Nujoma – Mining Vessel



HPC Applications
CFD simulation of sewage pumping station of City of Cape Town. In-house consultancy work by NICIS Engineers

Water harvesting from the atmosphere searching for materials that release water at near room temperatures done by 
Stellenbosch University: Publication in Nature



HPC Utilisation in Agriculture

Journal in animal production with impact on genomic sequencing of 
Nguni and Bonsmara crossbreeds at ARC Unit in Irene Pretoria
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NATIONAL POLICY DATA OBSERVATORY
Hosted on Sebowa and the data is also used for other 
several projects:
• NPDO dashboard - contains Covid-19, Demographic, 

Mobility, Financial, Report data and more.
• Goggle studio dashboard – contains Covid-19 data 

analysis, insights and more.
• SA’s development Indicators dashboard (New) - tracking 

of South Africa's Development Indicators published by 
the Department of Planning, Monitoring & Evaluation on 
an annual basis.

• CSIR Logistics observatory platform (New) 

We acknowledge Dr. Mtshweni  and his team for the information on this slide



Vaccine certificate systems portal 

 The Vaccine certificate system 
portal allows vaccinated South 
Africans to access and download 
their digital Covid-19 vaccination 
certificates 

 This project is hosted on NICIS 
cloud, and it runs highly scalable 
virtual infrastructure required to 
handle the extremely high load, 
where millions of South Africans 
access this portal on daily basis.   



CMORE Project: Support to IDC/PICC on KZN Flood 
Data Integration

Integration of data points 
and GIS overlays into a 
single view from various 
data owners
• KZN Office of the 

Premier
• Council for Geoscience
• Microsoft
• SANSA
• SANRAL
• ESKOM
• SAWS
• CSIR

23



+2 +3

GLOBAL
(17)

LOCAL
(~17)

TACC Ranger 5 6

Cambridge 
M1000e 1 1

CHPC C6100 2 5

TACC Stampede 9 3 (+2)



HPC Ecosystems Project Overview
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Solution #4: Virtual Community

Platform  Members  Notes 

Google Group  168  ~16 countries

HPC Educators 
Africa COP 13 

A 'spin-off' Google Group community was 
established at the CHPC National Meeting 
to represent HPC Educators in HPC 
Ecosystems partner sites.   

HPC 
Ecosystems 
Slack

178 USA, Europe, Africa community members 



HPC Ecosystems Project Overview
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Virtual HPC Labs

First:

OpenHPC Virtual HPC Lab

&

OpenHPC Video Tutorials

(available on-demand
or

standalone offline)



Human Capital Development

21 Regional 
representatives for 
Limpopo and Eastern 
Cape Provinces 
attended the Coding 
School at CHPC on 22 
– 26 January 2024

Computer Science 
Post Graduate 
Research Career 
Workshop hosted at 
UP on 16 -17 February 
2024

25th Edition of the 
Working World 
Exhibition held in 
Nelson Mandela Bay 
on 20 – 22 February 
2024
Reaching out to 12 
963 Gr 11 and 12 
Learners

Coding Summer 
School held from 29 
January to 9 February 
2024 across 30 
venues with 40 
Champions and 815 
participants



Special Highlights



Special Highlights
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HPC Ecosystems Project – DO IT!

30

https://hpc-ecosystems.gitlab.io/training/openhpc-101/

YouTube: 'hpc ecosystems 101 openhpc'

HPC Ecosystems Slack:
https://tinyurl.com/sighpc-join-ecosystems-slack 

HPC Ecosystems Google Group:
http://tinyurl.com/SADC-HPC-Apply 

NICIS CHPC Events:
events.chpc.ac.za

https://hpc-ecosystems.gitlab.io/training/openhpc-101/
https://www.youtube.com/results?search_query=hpc+ecosystems+101+openhpc
https://www.youtube.com/results?search_query=hpc+ecosystems+101+openhpc
https://tinyurl.com/sighpc-join-ecosystems-slack
http://tinyurl.com/SADC-HPC-Apply
https://events.chpc.ac.za/


https://chpcconf.co.za

https://chpcconf.co.za/


Thank You!


	Страница 1
	Страница 2
	Страница 3
	Страница 4
	Страница 5
	Страница 6
	Страница 7
	Страница 8
	Страница 9
	Страница 10
	Страница 11
	Страница 12
	Страница 13
	Страница 14
	Страница 15
	Страница 16
	Страница 17
	Страница 18
	HPC Applications
	HPC Utilisation in Agriculture
	Страница 21
	Vaccine certificate systems portal
	CMORE Project: Support to IDC/PICC on KZN Flood Data Integratio
	Страница 24
	Solution #4: Virtual Community
	Virtual HPC Labs
	Human Capital Development
	Special Highlights
	Special Highlights (2)
	HPC Ecosystems Project – DO IT!
	Страница 31
	Страница 32

